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ABSTRACT

Evidence for surface and atmosphere coupling is corroborated in both modeling and observation-based

field experiments. Recent advances in high-performance computing and development of convection-permitting

regional-scale atmospheric models combined with high-resolution hydrologic models have made modeling of

surface–atmosphere interactions feasible for the scientific community. These hydrological models can account

for the impacts of the overland flow and subsurface flow components of the hydrologic cycle and account for the

impact of lateral flow onmoisture redistribution at the land surface. One such model is the Weather Research

and Forecasting (WRF) regional atmospheric model that can be coupled to the WRF-Hydro hydrologic

model. In the present study, both the uncoupled WRF (WRF-ARW) and otherwise identical WRF-Hydro

model are executed for the 2017 and 2018 summertimeNorthAmericanmonsoon (NAM) seasons in semiarid

central Arizona. In this environment, diurnal convection is impacted by precipitation recycling from the land

surface. The goal of this work is to evaluate the impacts that surface runoff and shallow subsurface flow, as depicted

inWRF-Hydro, have on surface–atmosphere interactions and convection in a coupled atmospheric simulation. The

current work assesses the impact of surface hydrologic processes on 1) local surface energy budgets during the

NAMthroughoutArizona and 2) the spectral behavior of diurnally drivenNAMconvection.Model results suggest

that adding surface and subsurface flow fromWRF-Hydro increases soil moisture and latent heat near the surface.

This increases the amount of instability and moisture available for deep convection in the model simulations and

enhances the organization of convection at the peak of the diurnal cycle.

1. Introduction

Evidence of feedback between the lower atmosphere

and the land surface, particularly in arid and semiarid

environments, has been shown from analysis of near-

surface fluxes and planetary boundary layer (PBL)

characteristics in both modeling and observation studies

(e.g., Findell andEltahir 1997;Koster et al. 2002;Dirmeyer

et al. 2009; Zeng et al. 2010; Santanello et al. 2018). The

recent development of coupled mesoscale atmospheric

and distributed hydrologicmodeling systems (e.g.,Maxwell

et al. 2011;Gochis et al. 2015) nowpermits us to analyze the

role of surface runoff and shallow subsurface hydrologic

processes on surface and atmospheric coupling (e.g.,

Maxwell et al. 2011; Senatore et al. 2015; Arnault et al.

2016; Xiang et al. 2018).

Analysis of the impacts of surface hydrology on the

lower atmosphere is relevant because of prior evidence

of surface feedbacks on the atmosphere. This was first

explored using relatively simple metrics with datasets

like coarse-resolution GCMs and surface observations

of soil moisture (e.g., Findell and Eltahir 1997; Koster

et al. 2002; Dirmeyer et al. 2009; Zeng et al. 2010).

Despite their simplicity, all of these studies demonstrated

possible evidence for surface atmospheric coupling,

including in semiarid environments in the westernUnited

States, like the Southwest and the Central Plains. More

recently, Santanello et al. (2013) built upon these tech-

niques, using a convection-permitting resolution (CPM)

regional model over the Central Plains, combined with

sounding and remote sensing based observations, to

examine surface–atmosphere coupling. They demon-

strated several metrics for coupling, based on surface–

atmosphere fluxes and PBL evolution. Their work showed
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that surface coupling becomes important over this re-

gion during dry conditions.

Surface variables, discussed above, are also sensitive

to surface and subsurface hydrologic processes. Maxwell

et al. (2011), using the Advanced Research version of

theWeather Research and Forecasting Model (WRF-

ARW) coupled to the ParFlow groundwater model,

suggests that movement of water across the landscape

(outside of the channel network) impacts the spatial

distribution of soil moisture and is thus important for

the local water balance. Keune et al. (2016) showed

that inclusion of 3D groundwater in a coupled simula-

tion affected surface–atmosphere feedbacks during the

2003 European heat wave, particularly in areas with

shallow groundwater. Groundwater pumping has also

been shown to affect the atmospheric feedbacks over

Europe (Keune et al. 2018) and the San Joaquin River

Watershed in California (Gilbert et al. 2017). Anyah

et al. (2008) coupled a groundwater model (Miguez-

Macho et al. 2007) to a 50-km RAMS regional atmo-

spheric model (e.g. Pielke et al. 1992; Cotton et al.

2003) and showed that shallow groundwater can en-

hance precipitation recycling, and subsequent con-

vective initiation, in the semiarid southwest contiguous

United States (CONUS). Barlage et al. (2015) showed

similar effects with the same groundwater model coupled

to WRF-ARW for the CONUS. These modeling stud-

ies differ from the present study due to their coarser

resolution.

There are also several examples of recent work that

consider the impacts of surface hydrology on the local at-

mosphere. Senatore et al. (2015) executed theWRF-ARW

Model with and without coupling to WRF-Hydro for a

midlatitude cyclone case over Italy. They demonstrated

that coupling a calibrated WRF-Hydro simulation to

WRF-ARW during the cyclone case increased model

soil moisture to increase latent heating and nominally

reduced precipitation overestimates by the control WRF

Model. Arnault et al. (2016) coupled WRF-ARW to

WRF-Hydro, and showed that overland flow from

WRF-Hydro, and resultant spatial changes to ET, slightly

increased precipitation and altered its distribution, within

a ;100-km2 catchment in West Africa. This was due to

the rerouting of water that is otherwise removed from

the Noah-MP LSM as surface flow, as lateral flow in

WRF-Hydro, and these feedbacks tended to influence

the spatial distribution of convection. Kerandi et al.

(2018) showed that coupling WRF-Hydro to WRF had

the effect of increasing surface runoff by exfiltration in

some high elevations of the 3279-km2 Tana River basin

in Kenya, while decreasing runoff by increasing infil-

tration in other areas. Similarly, Arnault et al. (2018)

and Rummler et al. (2019) both compared WRF-Hydro

to WRF with otherwise identical ensemble configu-

rations with domains in central Europe and con-

cluded that adding surface routing to WRF, through

WRF-Hydro, increased soil moisture and ET. The

addition of WRF-Hydro had a small effect on pre-

cipitation, with some highly localized areas of greater

changes.

Xiang et al. (2018) evaluated the sensitivity of a cou-

pled WRF-Hydro simulation to soil moisture and veg-

etation fraction anomalies over the Río Sonora basin in

northwestMexico. For the 2004 and 2013NorthAmerican

monsoon (NAM) seasons, coupled WRF-Hydro was

able to produce consistent surface ET and soil moisture

compared to an offline WRF-Hydro simulation forced

with NLDAS-2 data. As this study did not consider the

direct influence of surface routing caused by WRF-Hydro

on the local convective environment, no work to date has

considered the impacts of hydrologic routing on the local

convective environment in the NAM region.

Arnault et al. (2016) analyzed the impacts of WRF-

Hydro in a small domain that was not large enough to

resolve convective organization. They did, however,

hypothesize that WRF-Hydro, coupled to WRF-ARW,

could potentially influence convective organization due

to changes in soil moisture. This suggests that the im-

pacts of WRF-Hydro may thus be important in the

NAM region, where synoptic scale forcing is typically

weak and diurnal convection is often initiated by local

gradients caused by the terrain (e.g., Bieda et al. 2009).

To understand the impacts of surface hydrologic

processes on the atmosphere in semiarid environments,

we evaluate the influence of modeled surface runoff and

shallow subsurface flow in the shallowest 2m of the land

surface on the surface–atmosphere feedbacks and the

local convective environment in the warm season of the

NAM region, across central Arizona and northernMexico.

This period is ideal for evaluating the influence of surface–

atmosphere feedbacks, as its summertime convective

environment is highly dependent upon local instability

and orographic processes (e.g., Luong et al. 2017), but it

also has sufficient surface observations (e.g., Goodrich

et al. 2004) and radar data for model evaluation. This is

unique compared to previous literature, as we focus on

a semiarid domain with an area sufficiently large to re-

solve convective initiation and propagation.

Our analysis period is the 2017–18 NAM seasons, and

we utilize the WRF-ARW Model configured for the

southwest CONUS (e.g., Luong et al. 2017) both run in a

control mode and coupled to the WRF-Hydro hydro-

logic model. The WRF-ARW (Skamarock et al. 2008)

Model is configured as in Luong et al. (2017) with 1.5-km

convection permitting resolution, and this configuration

and spatial resolution is sufficient to resolve convective
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organization and propagation (see section 2c for model

details and section 5 for a discussion of resolution).

WRF-ARW is both run in a control configuration with

only Noah-MP active and with WRF-Hydro, to evalu-

ate the impacts of lateral routing of surface flow. Unlike

much of this prior work that considers deep groundwater,

the scope of this research specifically considers surface

flow processes, and this is appropriate for our study

area, as much of Arizona has a high depth to ground-

water and a hydrologic regime that is primarily associ-

ated with high volume surface runoff events driven by

convective precipitation (e.g., Blasch et al. 2004; Goodrich

et al. 2004; Fan et al. 2013).

The paper is organized as follows. The WRF-Hydro

model structure and configuration and analysis methods

are introduced in section 2, and a brief validation of the

model simulations is presented in section 3. The impacts

of the model coupling are presented in section 4. The

discussion and conclusions are presented in sections 5

and 6, respectively.

2. WRF-Hydro modeling system and
analysis metrics

a. WRF-Hydro model structure and configuration

WRF-Hydro (Gochis et al. 2015) is a spatially dis-

tributed hydrologic model that can be coupled to the

WRF-ARW Model or forced offline (with precipitation

and atmospheric forcing) as a stand-alone simulation.

Vertical fluxes in WRF-Hydro are resolved using the

Noah-MP LSM (Niu et al. 2011). The Noah-MP grid

must be equivalent to the WRF-ARW grid used in a

coupled simulation. In this study, WRF-Hydro is active

in the highest-resolution nestedWRF-ARWdomain (see

section 2c for details), with an LSM grid resolution of

1.5km. A higher-resolution routing grid, which for this

study is set to 250-m grid resolution, is also used to resolve

surface runoff and subsurface flow within the lowest

2m of the land surface. This model structure is shown

in Fig. 1.

In WRF-Hydro, subsurface flow is based on changes

to the water table depth of the 2-m-deep Noah-MP soil

columns. Subsurface flow is computed from the hydraulic

gradient, which is equivalent to the difference in the

groundwater table depth along the steepest gradient

(i.e., the Dupuit–Forcheimer assumption) in eight pos-

sible directions surrounding a routing grid point. Surface

runoff from exfiltration is generated at a point if a grid

point becomes saturated due to horizontal flow. This

model configuration resolves shallow subsurface flow

and does not consider deep base flow that would be

captured by a groundwater model, such as ParFlow

(e.g., Maxwell et al. 2011). For this simulation, ground-

water is not considered, and baseflow is permitted to

pass through the Noah-MP LSM grid and exit the sys-

tem. Details of these routing schemes are described in

Gochis et al. (2015). A diffusive wave routing scheme is

used to compute surface runoff, which is also based on

the steepest gradient around each grid cell (Julien et al.

1995; Ogden 1997). Diffusive wave routing, within de-

lineated channel grid points in the 250-m routing grid is

used to compute streamflow within the channels. This

routing scheme can resolve the effects of backwater flow

(Gochis et al. 2015). As noted earlier, streamflow in the

southwest CONUS is mostly generated by surface run-

off, due to the high depth to groundwater in much of the

region (e.g., Blasch et al. 2004; Goodrich et al. 2004;

Fan et al. 2013), so groundwater processes are of lesser

importance.

In the present study hydrologic parameters for

WRF-Hydro were left at defaults, as calibration is

beyond the scope of this work. As there are known

biases in the model water balance of WRF-Hydro (e.g.,

Lahmers et al. 2019), we emphasize that the results from

this experiment should therefore be considered theo-

retical. The 250-m routing grid was generated using

ArcGIS Spatial Analyst. GIS-based Routing grid vari-

ables include terrain height, flow direction, channel

network, and stream order. Before terrain processing

is performed, the National Hydrography Dataset Plus

(NHDPlus) Version 2 channel network (McKay et al.

2012) was burned into the DEM using the AGREE

DEM tool (Hellweger 1997), with a smooth drop of 5m

surrounding the channels and a sharp drop of 15m at

the channel grid points. In a few cases, deeper channels

had to be carved in selected reaches to account for pro-

jection errors in narrow canyons. The Shuttle Topographic

Mission (STRM) 90-m DEM was used to generate the

routing grid. To generate a spatially consistent channel

network, pits in the DEM were removed using a fill

tool in ArcGIS. Inland sinks, defined in the NHDPlus

Version 2 dataset, that were not classified as channel

network ends were temporarily set to no-data values

when this was performed, to prevent real inland sinks

from being artificially filled. In a few cases, channel net-

work end points were added to the sinks preserve the re-

alism of the channel network. These points on the DEM

were set back to their original values after the routing grids

were computed, so that the grid did not contain missing

data. After DEM processing was performed, the model

channel network was computed from drainage area,

and a 10-km2 drainage area threshold was used to de-

fine channel grid points on the 250-m routing grid.

Offline WRF-Hydro simulations (i.e., WRF-Hydro as

a hydrologic model with external atmospheric forcing)
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FIG. 1. (top) Illustration of the uncoupled WRF-Hydro hydrologic model structure and

(bottom) analysis domain.TheNoah-MPLSMand routing grid columns are shown in the top

right of the figure.Water from the base flowbucketmodel (not used) and surface runoff from

the terrain routing grid are both returned to the channel network (shownat left).Nested grids

sizes are 10 km (RCM grid) for D01, 3 km for D02, and 1.5 km for D03.
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were executed from 1October 2015 until 1 October 2018

for the same model grid as the 1.5-km resolution (250-m

routing grid resolution for WRF-Hydro) inner domain

(domain 3) of the WRF-ARW simulations. These simu-

lations were forced with NLDAS-2 incoming shortwave

radiation, incoming longwave radiation, specific humid-

ity, air temperature, surface pressure, and near surface

wind (both u and y components) and NCEP Stage IV

precipitation, which is based on a mosaic of WSR-88D

radar data, with gauge correction. The soilmoisture states

on 1 April 2017 and 1 April 2018 from these offline sim-

ulations were used as initial surface conditions of both the

coupled and uncoupled WRF-Hydro 1.5-km simulations

(see next two sections for reasoning behind these start

dates). These offline simulations started 1.5 and 2.5 years

prior to the 2017 and 2018 WRF-ARW simulations,

respectively. This was to ensure the model soil moisture

states were sufficiently spun up such that the model

achieved a realistic soil moisture state prior to the exe-

cution of the coupled model simulation. These model

spinups were both longer than what was used on Castro

et al. (2007a,b) and Liu et al. (2017), who cold-started

their RCM simulations.

In some cases, the effects of the hydrologic model are

difficult to distinguish because differences in modeled

precipitation between the coupled and uncoupled model

simulations are superimposed on differences to themodel

fluxes that are caused by changes to the model structure.

Therefore, the offline WRF-Hydro simulations for the

2017 and 2018 NAM seasons were also compared to an

equivalent WRF-Hydro simulation using only Noah-MP

(Table 1). From here on, these simulations are referred

to asWRF-Hydro offline and Noah-MP offline (Table 1).

In other words, WRF-Hydro is run with external forcing

and all hydrologic routing active (WRF-Hydro offline)

andwith the same external forcing but with onlyNoah-MP

active (Noah-MP offline). The Noah-MP offline simu-

lation is an offline LSM with the same configuration as

that of the LSM for the control WRF-ARW Model

simulation (i.e., WRF-Ctrl; Table 1), and theWRF-Hydro

offline simulation has the sameLSMandhydrologicmodel

configuration as WRF-Hydro coupled to WRF-ARW

(from here on known as WRF-Hydro; Table 1). Thus,

the precise effects of surface and shallow subsurface

routing without changes to precipitation can be un-

derstood from the Noah-MP offline and WRF-Hydro

offline simulations, as the intention of the present

study is to determine if the redistribution of water

across that land surface (from the recycling of surface

runoff; Arnault et al. 2016) affects surface variables in

the NAM convective environment. This is necessary to

fully understand the impacts of horizontal routing in a

coupled environment.

b. NAM region convective environment

Warm season precipitation in the southwest CONUS

is primarily driven by the NAM, between late June and

mid-September (Douglas et al. 1993; Adams and Comrie

1997), and ourmodel configuration is designed to capture

NAM convection (e.g., Luong et al. 2017). During this

time of year, the region experiences a majority of its se-

vere weather (e.g., Maddox et al. 1995; McCollum et al.

1995), including extreme precipitation and flash flood

events. The NAM convective environment is associated

with a semipermanent ridge of high pressure that forms

over the southwest CONUS. This pattern results in

easterly flow aloft, over the southwest CONUS, which is

conducive to horizontal moisture flux from the Gulf of

Mexico and Gulf of California (e.g., Douglas et al. 1993;

Adams and Comrie 1997). These patterns are associated

with a unique convective environment that is conducive

to land–atmosphere coupling, as evapotranspiration

from prior convection results in precipitation recycling

for convection on subsequent days (e.g., Dominguez et al.

2016). Diurnal convection is normally phase-locked to

the terrain in this environment; however, atmospheric

disturbances associated with synoptic-scale ascent or

vertical wind shear can cause convective organization.

In this situation, squall lines and mesoscale convective

systems (MCSs) can propagate into the lower desert re-

gions, often resulting in extreme precipitation and flash

flooding (e.g., Pytlak et al. 2005; Bieda et al. 2009; Finch

and Johnson 2010; Newman and Johnson 2012; Seastrand

et al. 2014; Lahmers et al. 2016; Luong et al. 2017).

c. WRF-ARW configuration

To capture NAM convection, WRF was executed in

three nested domains (Fig. 1). Domain 1 encompasses

TABLE 1. WRF-ARW and WRF-Hydro coupled and uncoupled

model simulations and descriptions.

Simulation name Description

Noah-MP offline WRF-Hydro with only Noah-MP LSM

active, forced with NLDAS-2

atmospheric variables and NCEP

Stage IV precipitation

WRF-Hydro offline WRF-Hydro and Noah-MP with surface

runoff, subsurface flow, and channel

routing active, forced with NLDAS-2

atmospheric variables and NCEP

Stage IV precipitation

WRF-Ctrl WRF-ARW with Noah-MP LSM

parameterization

WRF-Hydro WRF-ARW with Noah-MP LSM and

WRF-Hydro modules active (surface

runoff, subsurface flow, and channel

routing).
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the western CONUS and a small section of northwest

Mexico at 12-km grid resolution. TheWRF simulation is

forced with version 2 of the NCEP Climate Forecast

System (CFSv2) analysis data (Saha et al. 2014) with the

model parameterizations shown in Table 2. The outer

most domain utilized selective spectral nudging for large

scale processes in the upper atmosphere (e.g., 500-hPa

heights, u wind, y wind, and temperature) to preserve

large-scale features yet still permit the high-resolution

model to resolve mesoscale features (e.g., von Storch

et al. 2000; Castro et al. 2005; Miguez-Macho et al. 2005;

Rockel et al. 2008; Chang et al. 2015). Domain 2 has

3-km grid resolution, encompassing the entire lower

Colorado basin. These domains are equivalent to those

used in (Pal et al. 2019), and the WRF-ARW parameter-

izations are equivalent to Luong et al. (2017). Domain 3,

with 1.5-km grid resolution, nominally encompasses the

Gila basin, a main tributary of the lower Colorado River

(Fig. 1). The convection parameterization is disabled

in both domains 2 and 3. Domain 3 is simulated with

identical initial and boundary conditions (both with and

without WRF-Hydro active).

In this context, domain 3 is executed as a type-2

regional climate model (RCM), which is a limited-area

regional atmospheric model that is executed on a time

scale of several months, such that initial conditions are

forgotten for most of the simulation. For such a simu-

lation, lateral forcing (i.e., reanalysis) remains relevant

(Castro et al. 2005). For the present study, a using a

type-2 RCM permits us to analyze the impacts of

surface boundary conditions from hydrologic processes

(i.e., WRF-Hydro), while keeping lateral boundary

conditions constant.

The NAM season, officially beginning on 15 June, is

the focus of our analysis, so we execute all three domains

of the RCM starting 1 April for both the 2017 and 2018

NAM seasons, to allow for model spinup, as executing

the model through the dry period from April to mid-

June enables the model soil columns to dry out and reach

realistic premonsoon conditions. This period is consis-

tent with Arnault et al. (2018), who also used a 3-month

spinup period for their coupled RCM simulations. Both

the coupled and uncoupled RCMwere executed through

this period. WRF-ARW simulations were executed to

15 September, the end of the NAM season, and we note

that Castro et al. (2007a,b) and Liu et al. (2017) did not

use any spinup for their multiyear RCM simulations. The

shorter WRF-ARW periods for each NAM season are

used rather than a continuous RCM simulation due to

the computational requirements for the model. Due to

the high computational demand of WRF-ARW, it was

not feasible to execute the simulation for more than two

NAM seasons.

d. WRF-ARW validation metrics

To evaluate our coupled model configuration, we eval-

uate the model compared to available SMAP–Sentinel-

derived 1-km soil moisture estimates (Das et al. 2018),

when available during the 2017 and 2018 NAM seasons.

Both WRF-ARW simulations are also evaluated com-

pared to NCEP Stage IV precipitation. In considering

precipitation biases, we again emphasize that these results

should be considered theoretical, given known biases in

theNoah-MPLSMand theWRF-Hydromodel.We also

consider how the fully coupled WRF-Hydro model

captures the diurnal precipitation cycle, in 3-h temporal

resolution increments (Fig. 2). Note that the color code

for these increments is used in later analysis as well.

Modeled precipitation, temperature, and specific hu-

midity were verified with station observations around

Arizona, available through the National Centers for

Environmental Information (NCEI). For this analysis,

32 precipitation sites and 19 sites with temperature and

humidity were used.

e. Metrics for surface–atmosphere interaction

Because the purpose of this study is to consider the

impacts of surface and shallow subsurface routing on

RCM boundary conditions, we consider the extent of

the impacts of WRF-Hydro on selected convective

days [ending at 1200 UTC (0500 LST)] that have suf-

ficient antecedent precipitation from prior days. These

days were chosen, as we expect a priori that the im-

pacts of lateral hydrologic routing will be greater on

these days. Therefore, those days were selected with an

antecedent precipitation index (API; Cordery 1970) of

greater than 20mm (28 days between both NAM sea-

sons). The API is equivalent to the sum of 24-h precip-

itation from previous days, multiplied by a decay factor

k, and is defined as

TABLE 2. WRF-ARW parameterization settings for the RCM

simulation of the 2017 and 2018 warm seasons. Note that a cumulus

parameterization is not used for model domains 2 and 3, which are

executed with CPM grid resolution. WRF-ARW namelist options

for selected schemes are shown in parentheses.

Physics module Scheme (option)

Microphysics New Thompson et al. (8)

Longwave radiation New Rapid Radiative Transfer

Model (4)

Shortwave radiation New Rapid Radiative Transfer

Model (4)

Surface layer Eta Similarity (2)

Land surface Noah-MP (4)

Urban surfaces Urban Canopy Model (1)

Planetary boundary layer Mellor–Yamada–Janjić (2)

Cumulus parameterization Kain–Fritsch (1)
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API
d
5P

d
1kP

d21
1 k2P

d22
1 � � � 5P

d
1 kAPI

d21
,

(1)

where k defines the decay factor, indicating the impact

of precipitation that occurred during previous days as

being proportional to the current soil moisture. For the

current study, k was assumed equal to 0.85, which has

been defined as representative for arid environments

(Lindsay et al. 1975). The API for the NAM season

(for uncoupled WRF and coupled WRF-Hydro) for

the model domain is shown in section I of the online

supplemental material.

To evaluate the impacts of surface and subsurface

routing on the land surface, we first consider these im-

pacts in WRF-Hydro offline and Noah-MP offline (i.e.,

not coupled to WRF-ARW; Table 1). We evaluated soil

moisture, latent heat, and sensible heat of both models

with constant forcing. These variables are proxies for

both the land surface state and surface fluxes that can

impact the lower atmosphere that are not prescribed

input variables for the uncoupled model. To analyze the

precise impacts of coupling within WRF-Hydro on the

surface and lower atmosphere, we evaluate changes

in soil moisture with respect to the underlying soil

conductivity, precipitation forcing, and drainage area

computed from the WRF-Hydro 250-m routing grids.

We then consider the RCM atmospheric and hydro-

logic variables related to 1) the land surface, 2) the lower

atmosphere, and 3) atmospheric instability throughout

the 1.5-km resolution model domains for both the WRF

and WRF-Hydro simulations. This includes soil mois-

ture, latent heat, sensible heat, 2-m temperature, 2-m

specific humidity, LCL height, and most unstable CAPE

(MUCAPE). Note that LCL height, which is a useful

proxy for the moisture deficit in the lower atmosphere

that could inhibit convection, was also considered by

FIG. 2. The time of the peak precipitation for (a) NCEP Stage IV and (c) WRF-Hydro are plotted with the color

legend for the diurnal cycle shown in the center of the graphic. Spectral power of WRF-Ctrl (blue), WRF-Hydro

(red), and Stage IV observations (black) between 10 and 100 km for (b) 1800–2000 and (d) 2100–2300 UTC are

shown to demonstrate the evolution of the diurnal cycle.
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Santanello et al. (2018) to evaluate atmospheric cou-

pling (they considered PBL height minus LCL). To

evaluate the impacts of hydrologic routing on surface

and atmospheric processes, we use a two-tailed Student’s

t test with a 90th percentile confidence interval, on daily

averaged model data at each grid point for both the entire

NAM seasons and for convective days selected based on

the API threshold. A field significance test (Livezey and

Chen 1983) is also performed on these composites, using a

500-member null distribution generated using a per-

mutation. For all figures with field significance, it is

shown as a percentile of the null distribution that the

composite analysis in the figure exceeds.

We also compare modeled and observed mixing dia-

grams (e.g., Santanello et al. 2009) at six selected sites. Two

sites were located in the Walnut Gulch Experimental

Watershed (WGEW) in southeast Arizona, where two

flux towers that represent semiarid shrubland (Lucky

Hills location) and grassland (Kendall location) are main-

tained by the U.S. Department of Agriculture Agricultural

Research Service (USDA-ARS). USDA-ARS also main-

tains two flux towers at its Santa Rita site, including a

grassland and a mesquite savannah south of Tucson,

Arizona. We also analyze surface fluxes at the Tucson

and Phoenix airports. This is consistent with Santanello

et al. (2013, 2018), who considered latent and sensible

heating (as the evaporation fraction), LCL height, and

mixing diagrams to diagnose the degree of surface

coupling in multiple WRF-ARW configurations. In the

present study, we are unable to compute the surface and

entrainment vectors for our mixing diagrams, as in

Santanello et al. (2009), due to the limited availability of

upper-air data needed to compute the boundary layer

height at our sites of interest.

f. Analysis of two-dimensional spectral components
of propagating convection

To evaluate the impacts of the redistribution of soil

moisture from horizontal routing on propagating con-

vection in the WRF-Hydro and WRF-Ctrl simulations,

we consider the convective days with sufficient atmo-

spheric instability (i.e., Mazon et al. 2016; Luong et al.

2017) and we eliminate days that are associated with

transient inverted troughs (IVs) in the CFSv2 reanalysis

forcing, the forcing dataset for the RCM simulations,

following the methods of Lahmers et al. (2016) to locate

IVs near the model domain. Inverted troughs are tracked

using potential vorticity (PV) anomalies based on a 40-yr

climatology, consistent with Lahmers et al. (2016). The

PV climatology used to find IVs (e.g., Bosart et al. 2011)

is computed from Climate Forecast System Reanalysis

(CFSR) (Saha et al. 2010) data from 1979 to 2011 and

CFSv2 data from 2012 onward. Both of these models

have equivalent grids, dynamic cores, and physics param-

eterizations. Convective days within the 50th percentile of

both MUCAPE and integrated precipitable water (IPW)

were selected. BothMUCAPE (e.g., Moncrieff andMiller

1976) and IPW (e.g., Lu et al. 2009) are proxies for

convective development in the southwest, as they are

associated with thermodynamic instability and inte-

gratedmoisture, respectively. From these days,we remove

‘‘trough days,’’ as synoptic-scale and mesoscale forcing

associated with IVs (e.g., Pytlak et al. 2005; Bieda et al.

2009; Finch and Johnson 2010; Newman and Johnson

2012; Seastrand et al. 2014; Lahmers et al. 2016) may

mask out the effects of surface atmospheric coupling due

to their enhancement of convective propagation and

organization. This left us with 55 convective days over

the two NAM seasons.

Two-dimensional spectral analysis followed Castro

et al. (2005) and Errico (1985) for selected convective

days that are favorable for propagating convection that

lack large scale forcing. In the current work, it was de-

cided not to apply a detrending step, as the mesoscale

variables we are concerned with occur on a scale where

large-scale variations (such is in 500-hPa height) are not

expected a priori. We consider modeled and observed

NCEP Stage IV precipitation to evaluate the performance

of the model relative to observations through the peak of

the diurnal cycle. While not available in an observation

dataset, this analysis is also performed on the modeled

moisture flux convergence (e.g., Castro et al. 2007xx)

and 500-hPa vertical motion (omega) to further eval-

uate the impacts of the land surface on convective

propagation. As in the analysis of model precipitation,

the diurnal cycle is broken into eight 3-h intervals

(Fig. 2), so each partition of the diurnal cycle considers

55 dayswith three sample spectra (i.e., 165 cases). Statistical

significance of spectral analysis is computed using a

500-iteration permutation method, where the control

WRF-ARW and WRF-Hydro spectra are substituted

into the analysis at random, and fractional differences

of spectra (as in Castro et al. 2005) between two da-

tasets beyond the 95th or 5th percentiles are consid-

ered statistically significant.

3. WRF-ARW evaluation

a. NCEP Stage IV precipitation

Figures 2 and 3 show that theWRF-Hydro simulations

capture the spatial distribution and the diurnal cycle of

NAM convection. Figures 2a and 2c show the diurnal

cycle of convection both in the model and in the NCEP

Stage IV observations, as in Fig. 5 of Luong et al. (2017),

but with 3-h intervals. In this figure, the time in the diurnal
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FIG. 3. (a) WRF-Hydro precipitation bias compared to NCEP Stage IV precipitation and (b) correlation coefficient between these

two datasets. (c) The difference between WRF-Hydro and WRF-Ctrl precipitation. (d) The difference between the WRF-Hydro and

WRF-Ctrl correlation coefficient (to observations). (e)–(h) As in (a)–(d), but with SMAP–Sentinel soil moisture 1-km data. For the

difference of means in (c) and (g), solid and dashed lines show 95th and 5th percentile statistical significance from a Student’s t test,

respectively. Correlation coefficients in (b) and (f) and differences in (d) and (h) are only shown where they are statistically significant,

based on a t test and permutation test, respectively.
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cycle when the highest average precipitation occurs is

denoted by color. This figure shows that the diurnal

precipitation maximum on the high terrain is near the

peak of the convective cycle (i.e., 2100–0000 UTC or

1400–1700 MST), where it typically initiates. This con-

vection typically propagates into the low deserts later in

the evening (i.e., 0000–0300 UTC), and often not reaching

areas of western and centralArizona until 0300–0600UTC,

and sometimes even later. This pattern is captured in both

the model and the observations.

Both RCM simulations capture the growth of convec-

tion upscale during the peak of the diurnal cycle as mean

spectral power, excluding cases where limited coverage

of precipitation causes extremely high spectral peaks

(Figs. 2b,d). These data illustrate the 2D spectral power

of modeled and observed precipitation, with wavelength

on the x axis and spectral power on the y axis. These

figures show increased power at longer wavelengths (i.e.,

more organization). The most important pattern from

these figures is the growth in organization at all wave-

lengths from the early to later time steps, as Fig. 2

shows the increased convective organization between

the 1800–2000 UTC periods (left) and 2100–2300 UTC

periods (right), which is the peak of the diurnal heating

cycle and represents the time when convective initiation

most often occurs during the NAM (e.g., Luong et al.

2017). This indicates increasing convective organization,

consistent in both models and the Stage IV precipitation.

Both the model and observations capture these patterns

in scale of convection.

WRF-Hydro has a statistically significant high pre-

cipitation bias over most of the domain, particularly the

eastern sections over the high terrain (Fig. 3a) compared

to the NCEP Stage IV observations. To account for

timing differences of major precipitation events, in line

with a type-2 RCM, where initial conditions are forgotten,

as in Castro et al. (2005), the 5-day averaged correlation

coefficients between modeled and observed precipitation

are shown in Fig. 3b. This characteristic of an RCM can

introduce some uncertainty in the precise timing of

precipitation events. Both the WRF-Hydro (Fig. 3b)

and the WRF-Ctrl simulations have relatively high corre-

lation coefficients with NCEP Stage IV data when 5-day

averaging is used, suggesting that the RCM is able to

capture the timing of most precipitation events. There

are no spatially consistent trends in the mean between

the WRF-Hydro and WRF-Ctrl simulations (Fig. 3c),

implying that WRF-Ctrl has similar precipitation biases.

These precipitation biases may also be due to model

boundary condition biases. Liu et al. (2017) found sig-

nificant dry bias over much of the southwest during the

NAM season in their 4-km CONUS-wide WRF-ARW

simulation with ECMWF ERA-Interim forcing. As the

NCEP Stage IV precipitation product is subject to beam

blockage in much of the southwest United States (e.g.,

Zamora et al. 2014) and has low bias over the Colorado

Basin River Forecast Center (RFC) domain (Nelson

et al. 2016) (on the order of 215.0% and 226.0% for

heavy rain), these model biases compared to the Stage

IV product likely reflect uncertainties within the re-

mote sensing product. There are multiple localized

areas of statistically significant differences in cor-

relation coefficient between WRF-Hydro and WRF-Ctrl

(Fig. 3d), but there are no consistent spatial trends in

these patterns. This slight high bias of precipitation

from convection-permitting WRF-ARW simulations,

compared with observations, is similar to that of Luong

et al. (2017).

b. SMAP–Sentinel 1-km soil moisture

The right panels of Fig. 3 are the same as the left panels,

but for soil moisture. They demonstrate that despite sig-

nificant high bias (Fig. 3e), WRF-Hydro captures similar

spatial patterns compared to observed soil moisture as

well as the temporal trends, as correlation coefficients are

statistically significant over much of the domain (Fig. 3f).

The areas where correlation coefficients are not statis-

tically significant are in the southern and western areas

of Arizona, the parts of the state that are most reliant on

MCS precipitation (e.g., Luong et al. 2017), and this

suggests that the combination of the low temporal res-

olution of the SMAP dataset combined with uncertainty

in the RCM of the placement of MCSs may degrade soil

moisture results in these areas. The change to correla-

tion coefficients between WRF-Hydro and WRF-Ctrl

are not statistically significant (Fig. 3h), implying that

WRF-Hydro does not add value to the temporal evolu-

tion of soil moisture, but also does no harm.WRF-Hydro

increases already biased soil moisture compared to

the control simulations (Fig. 3g); however, it should be

emphasized that the values of soil moisture at the highest

level (0–10 cm) of the Noah-MP LSM may not be one

to one with near surface soil moisture measured from

the SMAP–Sentinel-derived product that represents

the lowest 3 cm of soil moisture (e.g., Santanello et al.

2018). The fidelity of the spatial patterns and temporal

correlation of soil moisture implies the skill of our

WRF-Ctrl and WRF-Hydro simulations, despite likely

biases of these variables.

c. NCEI station observations

Figure 4 shows the bias and correlation coefficients

for modeled and observed NCEI station data. This figure

clearly shows that WRF-Hydro has a slight high precipi-

tation bias, but these errors are less than 1.5mmday21

for all areas except the mountains in southeast Arizona.
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WRF-Hydro also has a cool (high) temperature (specific

humidity) bias across much of the domain (Fig. 4), and

these trends are the same for WRF-Ctrl (supplemental

material; section 2). WRF-Hydro has correlation coef-

ficients greater than 0.8 for nearly the entire domain for

hourly specific humidity and temperature, demonstrat-

ing that it generally captures the surface environment

reasonably well. As in Fig. 3b, 5-day correlation coeffi-

cients are shown in Fig. 4d. These 5-day correlation

coefficients vary throughout the domain; however,

they demonstrate that the model, despite timing er-

rors of specific events, can reasonably capture the

general progression of NAM convection during the

2017–18 NAM seasons.

This evaluation demonstrates that despite the biases

of both the WRF-Ctrl and coupled WRF-Hydro simu-

lations, which are consistent with previous work with

a similar model configuration (i.e., Luong et al. 2017),

activating hydrologic routing in WRF-ARW (i.e.,

coupled WRF-Hydro) generally captures the spa-

tial and temporal patterns of NAM convection, and

WRF-Hydro does no harm to the model skill metrics,

compared to WRF-Ctrl. WRF-Hydro slightly increases

the positive soil moisture bias of a model that has a wet

FIG. 4. (left)WRF-Hydro bias and (right) correlation coefficient betweenmodeled and observed variables at NCEI stations throughout

themodel domain. Variables include (a),(d) precipitation, (b),(e) temperature, and (c),(f) specific humidity. Hourly data and observations

are used for all variables, except precipitation, where 5-day smoothing is applied to daily averages when computing the correlation

coefficient.
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bias. As the focus of the current work is to assess the

impact of adding lateral flow through WRF-Hydro

within a coupled land–atmosphere simulation, the

goal within this study is not to reduce the wet bias that

is present in both models through improved parame-

terizations (see also section 6). As such, this work is of

theoretical nature and may be considered a sensitivity

analysis to determine the influence of surface flow

and near surface subsurface flow for an atmospheric

simulation.

4. Effects of hydrologic processes in WRF-Hydro

a. Surface variables and fluxes in uncoupled
simulations

Soil moisture, latent heat, and sensible heat from offline

WRF-Hydro (Table 1) for the 2017–18 NAM seasons on

high-API days are shown in Fig. 5. The differences be-

tween these simulations and Noah-MP offline with the

same forcing (Table 1) are shown in the right panel of

Fig. 5 for the same variables. These same variables

FIG. 5. WRF-Hydro offline (a) soil moisture (soil volumetric water), (b) latent heat (Wm22), and (c) sensible heat (Wm22) are plotted

for high API days. The difference between WRF-Hydro offline and Noah-MP offline is also shown for (d) soil moisture (soil volumetric

water), (e) latent heat (Wm22), and (f) sensible heat (Wm22) for the same high API days. For model variable differences, solid and

dashed lines show 95th and 5th percentile statistical significance from a Student’s t test, respectively. Field significance is shown in the

lower left corner of these same panels.
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are also plotted for the full NAM season (supplemental

material section 3) and show similar results, but with

smaller changes. From this figure, it is clear that acti-

vating surface and subsurface routing in WRF-Hydro

statistically significantly increases soil moisture, and sub-

sequently latent heat flux, in some locations. WRF-Hydro

reduces sensible heat flux in most of the model domain;

however, none of these changes are field significant.

Statistical significance is computed from 24-h averages

from both models for the 28 high-API days.

The underlying causes of the additional soil moisture

in the offline WRF-Hydro simulations, and subse-

quent changes to latent and sensible heat fluxes, de-

pend on surface variables and available precipitation,

which control how much additional surface runoff

that WRF-Hydro can produce. When surface runoff

is activated in WRF-Hydro, it redistributes existing

surface runoff across the 250-m routing grid that

is superimposed on the Noah-MP grid (Fig. 6). This

additional runoff would otherwise be removed from

the system for the Noah-MP only simulations and

no longer permitted to interact with the LSM. WRF-

Hydro redistributes runoff across the land surface,

which subsequently increases soil moisture and latent

heat (Fig. 6b).

However, for this additional runoff to affect the land

surface in a significant way, several other conditions must

be met. In Figs. 6b, 6c, 6e, and 6f, we plot the average

change of soil moisture from WRF-Hydro offline versus

Noah-MP offline (over the 2017–18 NAM seasons) for

high-API days as a function of added surface runoff in

WRF-Hydro (over the full model simulation including

all NAM days) for several different soil conductivi-

ties. These plots show some of the more commonly

occurring conductivities out of the 10 different re-

curring soil conductivities in our domain. This figure

shows that 1) surface runoff differences between

WRF-Hydro offline compared to Noah-MP offline

tend to increase more for soils with lower conductivity,

where runoff would already be high (not shown), and

2) soil moisture increases (in WRF-Hydro offline)

with respect to increased runoff for low conductivity

soils, where many of these changes are statistically

significant. Thus, these results suggest that the impact

of surface routing in WRF-Hydro is greatest when soil

conductivity is lower.

This result is corroborated in Fig. 7, where we plot

statistically significant changes in soil moisture on top of

soil conductivity, and it is evident that the impacts of

hydrologic routing are greatest for lower conductivities

(Fig. 7a). However, soil conductivity is not the only

controlling factor of surface runoff change. Figure 7d

shows the same soil moisture statistical significance

contours as in Fig. 7a, but plotted against precipitation.

As would be expected, sufficient precipitation is also

needed for the impacts of hydrologic routing to be felt

in WRF-Hydro offline.

The bottom four panels of Fig. 7 show the average

changes to runoff at a grid point as a function of pre-

cipitation (x axis) and drainage area (y axis; based on

area averages of the 250-m routing grid interpolated

to the 1-km Noah-MP grid). The surface runoff values

from the different grid points are interpolated onto the

grid shown in Fig. 6 for statistically significant (right)

and all other points (left), based on changes to soil

moisture on high-API days (Fig. 5). As we have shown

previously, surface runoff increases more for lower

conductivity soils as well as for increasing precipita-

tion. For grid points without significant changes (left

panels), the surface runoff difference from WRF-Hydro

offline increases with increased drainage area upstream.

This drainage area was computed using ArcGIS version

10 Spatial Analyst as part of the routing grid delineation,

described in detail in section 2. This is directly related to

the impact of lateral redistribution of water as presented

in Fig. 6 (top). However, for the significant grid points

(right panels), these large differences in surface runoff

already occur at much smaller upstream areas for the

intermediate and lowest conductivity values. Note that

drainage areas included in this analysis neglect grid

points with a channel drainage area greater than 10km

(one hundred sixty 250-m grid points), the threshold

for defining channels, where water is removed from the

WRF-Hydro channel routing scheme.

Thus, the results in Figs. 5–7 show that WRF-Hydro

increases soil moisture (and subsequently latent heat) in

selected areas (Fig. 5) by the following logic:

1) When WRF-Hydro is enabled, surface runoff that is

otherwise removed from the system is redistributed

as surface flow on the 250-m WRF-Hydro routing

grid (Figs. 6a,d).

2) This additional routing subsequently increases soil

moisture, and this occurs the most in areas with low

soil conductivity, where we would already expect

surface routing to be higher (bottom four panels of

Figs. 6 and 7a).

3) For WRF-Hydro to have an appreciable impact on

soil moisture, sufficiently high precipitation is also

needed (Fig. 7d and Figs. 7b,c,e,f).

4) To a lesser extent, increased surface runoff and soil

moisture are also favored in areas with higher drain-

age areas (Figs. 7b,e).

These results demonstrate that WRF-Hydro is recy-

cling runoff from Noah-MP (particularly in areas

with lower soil conductivity and high precipitation).
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The surface runoff option for Noah-MP in these

simulations is left at the default for WRF-Hydro

(runoff option 3), such that the LSM does not gen-

erate additional runoff when the depth to saturated

soil in the 2-m Noah-MP columns is high. Furthermore,

the infiltration equation in WRF-Hydro (Noah-MP)

tends to increase infiltration with higher soil moisture

(Yang et al. 2011), leading to further increases in soil

FIG. 6. Conceptual illustrations of LSM processes in (a) Noah-MP and (d) WRF-Hydro. (b),(c),(e),(f) Average soil moisture

differences for WRF-Hydro offline minus Noah-MP offline vs WRF-Hydro offline minus Noah-MP runoff. Statistically signifi-

cant changes in soil moisture are shown in blue, and all other changes are shown in red. Each panel shows results for a different soil

conductivity.
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FIG. 7. (a) Soil conductivity and (d) NCEP Stage IV precipitation for offlineWRF-Hydro simulations. The statistical significance for soil

moisture differences (as in Fig. 5) is also shown. (b),(c),(e),(f) Average surface runoff difference for WRF-Hydro offline minus Noah-MP

offline. Data are plotted as a function of precipitation (x axis) and drainage (y axis). Data are shown for grid points with 2.45 3 10206

saturated conductivity in (b) and (e) and with 9.473 10207 saturated conductivity in (c) and (f). Statistically significant grid points (for soil

moisture; high API days) are shown in (e) and (f), and other points are shown in (b) and (c).
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moisture when surface runoff occurs, an additional

positive feedback.

b. Surface variables and fluxes in coupled simulations

Surface processes in the full atmospheric simula-

tions (i.e., WRF-Ctrl andWRF-Hydro) are less spatially

continuous because of differences in the precipitation

distribution from both atmospheric simulations; how-

ever, Fig. 8 shows that WRF-Hydro consistently in-

creases soil moisture compared to the control simulation

for selected days with high API. These soil moisture

changes are consistent with changes in latent heating

(Fig. 8) in the WRF-Hydro simulations during the same

high API days. For these days, when there is more

widespread moisture in the system, latent heating in-

creases by as much as 20Wm22 across much of the

model domain. Decreases in sensible heat throughout

the model domain are also widespread (Fig. 8), likely

due to increased partitioning of surface energy to latent

heat from increased soil moisture. All of these changes

are field significant, to at least 80%, implying that

horizontal routing from the coupled model does impact

the soil moisture and the surface energy budget.

Mixing diagrams at six sites across the domain are

shown in Fig. 9, averaged across convective days

(API . 20mm) at the selected stations around the

FIG. 8. As in Fig. 5, but for WRF-Hydro and WRF-Ctrl.
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FIG. 9. WRF-Ctrl (red), WRF-Hydro (blue), and observed (black) mixing diagrams (units are J kg21) (as in Santanello et al. 2018) for

(a) Tucson International Airport, (d) Phoenix Sky Harbor Airport, (b) Lucky Hills, (e) Kendall Grassland, (c) Santa Rita Grassland, and

(f) SantaRitaMesquite Savannah stations.Mixing diagrams plot the change in energy from latent heat (x axis; specific humiditymultiplied

by latent heat of vaporizationQLV) compared to the change in energy from sensible heat [y axis; temperature (K) multiplied by specific

heat Tcp] on days with a modeled API at the site of at least 20mm.
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domain (different from the high API days for the

full NAM domain). These figures demonstrate that

WRF-Hydro is consistently wetter than the control

WRF simulation. At Tucson and the WGEW flux tower

sites (Kendall Grassland and Lucky Hills), both simu-

lations produce similar diurnal cycles as shown in the

mixing diagrams, with WRF-Hydro being slightly wet-

ter, with more latent heat. The SantaRitaGrassland and

Santa Rita Mesquite Savannah sites are also generally

too wet. At Phoenix Sky Harbor Airport, the wetter

WRF-Hydro nominally reduces a dry bias; however,

WRF-Hydro increases an existing wet bias at all other

locations. The magnitude of this increased bias is less

than that of the bias itself. These results are consistent

with the biased latent heat fluxes at all four flux tower

sites through the diurnal cycle, with the exception of

Santa Rita Mesquite Savannah, which is relatively

close to the observations (Fig. 10). At all other sites,

WRF-Ctrl and WRF-Hydro are both associated with

higher latent heat flux compared to observations (Fig. 10).

WRF also has a high sensible heat bias (Fig. 11), and

addingWRF-Hydro increases (decreases) the latent heat

(sensible heat) biases, through increases to soil moisture.

c. Lower-atmosphere variables

The effects on surface fluxes from adding surface

routing toWRF-ARW through theWRF-Hydro model

also impact the lower atmosphere, as 2-m temperature

is lower across central Arizona for selected high API

days (Figs. 12a,e). These changes are only statistically

significant in a few areas. Similarly, specific humid-

ity increases throughout most of the model domain

(Figs. 12b,f), but these changes are only statistically

significant over a small area on high API days. For high

API days, temperature decreases by;0.58C and specific

humidity increases by 0.5 g kg21 across much of the

FIG. 10. The diurnal cycle for latent heat (Wm22) for station API days of at least 20mm is plotted. Stations include (a) Lucky Hills,

(c) KendallGrassland, (b) SantaRitaGrassland, and (d) SantaRitaMesquite Savannah.Datasets include observations (black),WRF-Ctrl

(blue), andWRF-Hydro (green). A red line shows the difference betweenWRF-Hydro andWRF-Ctrl.Model time series aremarkedwith

an additional ‘‘X’’ if they are statistically significantly different from the observations.
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domain. This suggests that redistribution of water

across the land surface may be important for the lower

atmosphere in this semiarid environment, as was

shown in the uncoupled simulations in Figs. 5–7.

d. Local convective environment

Increases to the modeled specific humidity from sur-

face routing subsequently reduce the LCL height in the

coupled simulation (Figs. 12c,g). The changes are some-

what spatially consistent on selected high API days, with

decreases to the LCL height on the order of 100m across

much of the domain, including central Arizona near

the Phoenix metro area. Despite the small decreases in

temperature, MUCAPE increases across much of the

model domain, on the order of over ;50 J kg21 over

much of Arizona (Figs. 12d,h). These changes are sta-

tistically significant over a small area near the Phoenix

Metro. These results suggest that surface routing can

potentially influence the NAM convective environment,

increasing the thermodynamic instability of the at-

mosphere, particularly on days when antecedent soil

moisture fromprior precipitation is greater. These changes

occur because increased soil moisture in WRF-Hydro

subsequently increases latent heating and specific

humidity (Fig. 8). This added moisture makes the at-

mosphere more convectively unstable, reducing the LCL

height and increasingMUCAPE.Due to the high variance

in MUCAPE from day to day, these changes are not

statistically significant over most of the domain.

e. Effects on convective propagation

Figure 13 shows the fractional differences of WRF-

Hydro compared to WRF-Ctrl spectra for moisture flux

convergence, as in Castro et al. (2005), where fractional

difference DSfrac of two spectra S for a given wave-

number k is DS(k) 5 S(k)hydro/S(k)ctrl 2 1. Fractional

differences betweenWRF-Ctrl andWRF-Hydro for the

3-h intervals, starting at 1200, 1500, 1800, 2100, 0000,

and 0300 UTC are shown in Fig. 13, along with the

bounds for statistical significance. Titles in this plot

feature the same colors as the diurnal maxima shown in

Fig. 2. Also as in Fig. 2, these plots show wavelength on

FIG. 11. As in Fig. 10, but for sensible heat.
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FIG. 12. WRF-Hydro averages for high API (API. 20mm) days for (a) 2-m temperature (8C), (b) specific humidity (g kg21), (c) LCL

height (m), and (d) MUCAPE (J kg21). (e)–(h) As in (a)–(d), but for differences between WRF-Hydro and WRF-Ctrl. For model

variable differences, solid and dashed lines show 95th and 5th percentile statistical significance from a Student’s t test, respectively. Field

significance is plotted in the lower-left corner of these plots.
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the x axis, but change in organization on the y axis, such

that positive values indicate more organization with

WRF-Hydro, compared to WRF-Ctrl. Thus, higher

values in Fig. 13 conceptually indicate times and scales

where WRF-Hydro enhances convective organization.

The results from this figure suggest that the predomi-

nant scales of moisture flux convergence organization

(on days with high MUCAPE and PW and no synoptic

FIG. 13. Fractional difference of moisture flux convergence spectra (WRF-Hydro vsWRF-Ctrl) (blue) and 95th (red) percentile bounds

for statistical significance, computed with Monte Carlo substitution. The 5th percentile bounds are omitted. Shown are the (a) 1200–1400,

(b) 1500–1700, (c) 1800–2000, (d) 2100–2300, (e) 0000–0200, and (f) 0300–0500 UTC time steps. The time steps for each panel are given in

the top-right corners, with coloring consistent with the diurnal cycle colors used in Fig. 2.
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scale influences) are greater in WRF-Hydro compared

to WRF-Ctrl, on the scale of 5–10 km, starting during

the 1500–1700 UTC (0800–1000 LST) interval. This

grows up in scale, with some statistically significant

increases in moisture flux convergence at scales of

;100 km by the 2100–2300 UTC (1400–1600 LST)

interval. Spectral analysis of 500-hPa omega, another

proxy for vertical motion, also shows enhanced con-

vective organization in the WRF-Hydro simulations

at the same times of the diurnal cycle, but to a lesser

extent (supplemental material section 4). This suggests

that the thermodynamic effects of hydrologic processes

in the WRF-Hydro hydrologic model results in a higher

propensity for convection to become more organized

during the peak of the diurnal cycle, despite little change

to the net amounts of precipitation in the system (Fig. 3).

We note that while the increases to MUCAPE shown in

Fig. 12 are not statistically significant for most of the

domain, according to these simulations, they are suffi-

cient to increase the spatial organization of convection

at the peak of the diurnal cycle.

Figure 14 suggests that these changes to convective

organization associated with WRF-Hydro might impact

the location of MCS precipitation later in the diurnal

cycle. Figure 14 shows the change in precipitation be-

tweenWRF-Ctrl andWRF-Hydro at 3-h intervals of the

diurnal cycle (using the same times and colors as Fig. 2).

There is little consistent change fromWRF-Hydro early

in the convective cycle (i.e., before 0000 UTC), but by

0000–0300 UTC and 0300–0600 UTC (after the changes

in convective organization are seen in the model

spectra), WRF-Hydro favors more precipitation farther

west in the domain, and is associated with a decrease in

some areas farther east. Many of these changes are not

statistically significant, and consequently not field sig-

nificant (partly due to the high temporal variability of

precipitation in both systems), but a longer simulation

with more MCS events may be able to further verify

these spatial patterns.

5. Discussion

We have used a configuration of the WRF-ARW

model that has been validated for research and quasi-

operational forecasts for the NAM region (e.g., Luong

et al. 2017) and executed it as a type-2 RCM (e.g., Castro

et al. 2005) with constant boundary conditions for two

NAM seasons, both in a control configuration and

coupled with the WRF-Hydro hydrologic model, to

include surface and subsurface routing (top panels of

Fig. 6) in the 2-m soil column closest to the surface. In

this way, we are varying the surface boundary conditions

of the atmospheric model through the inclusion of

surface hydrologic processes. Despite both RCM simu-

lations exhibiting similar temperature, specific humidity,

and precipitation biases, compared to observations, to

those documented in Luong et al. (2017), the models

capture the diurnal cycle of organized propagating

convection, as well as the spatial and temporal patterns

of temperature, specific humidity, and soil moisture.

Precipitation biases have been found in other RCM

simulations as well (e.g., Liu et al. 2017) and likely also

reflect uncertainties in the NCEP Stage IV precipi-

tation product (e.g., Zamora et al. 2014; Nelson et al.

2016). Thus, we can establish both the WRF-Ctrl and

WRF-Hydro RCM simulations as realistic representa-

tions of the NAM system.

Using thesemodel configurations, we have shown that

including lateral surface flow in the WRF-ARW model

through the use of WRF-Hydro, for a number of loca-

tions results in increased soil moisture, and therefore

increased latent heating and atmospheric instability in

the simulations of the NAM season. Based on spectral

analysis, this leads to enhanced convection, as shown

by the statistically significantly greater organization of

moisture flux convergence at the peak of the diurnal

convective cycle (Fig. 13). Conceptually, these processes

are shown in Fig. 15, where we illustrate the WRF-Ctrl

and WRF-Hydro model states and processes. We em-

phasize that these results should be considered a sensi-

tivity analysis, with an LSM that was not calibrated. We

also acknowledge that there is a slight positive pre-

cipitation bias in the WRF-ARW configuration, which

likely contributes to the model system being slightly

too moist. This soil moisture bias is greater (by at least

an order of magnitude) than the differences in moisture

between WRF-Ctrl and WRF-Hydro (Fig. 3); however,

this also reflects differences between the nature of the

model state variables and surface measurements (e.g.,

Santanello et al. 2018). Increased soil moisture occurs in

regions of the model domain where surface runoff in-

creases from WRF-Hydro, suggesting that additional

surface runoff (from Noah-MP surface runoff being

rerouted with WRF-Hydro) is the main cause of this

change (Fig. 6). This occurs in areas of the domain

with high precipitation and low soil conductivity, and

to a lesser extent a high drainage area.

This moistening of the land surface fromWRF-Hydro

is consistent with past studies that showed coupling

WRF-Hydro toWRF-ARWalso increased soil moisture,

and subsequently latent heat (e.g., Arnault et al. 2016;

Arnault et al. 2018; Rummler et al. 2019). As in these

previous studies, we find that WRF-Hydro has little ef-

fect on total precipitation, averaged across the domain.

Arnault et al. (2016) performed their simulations in a

small domain in West Africa, another semiarid region,
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FIG. 14. The difference between WRF-Hydro and WRF-Ctrl precipitation, with 90% statistical significance, for the (a) 1200–1500,

(b) 1500–1800, (c) 1800–2100, (d) 2100–0000, (e) 0000–0300, (f) 0300–0600, (g) 0600–0900, and (h) 0900–1200 UTC time steps is plotted.

For all plots, solid and dashed lines show 95th and 5th percentile statistical significance from a Student’s t test, respectively. Field sig-

nificance is plotted in the lower-left corner of these plots. Titles use coloring consistent with the diurnal cycle colors used in Fig. 2.
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and also showed that changes to soil moisture influenced

convective initiation and propagation. Accordingly, we

have shown that the addition of WRF-Hydro increases

(decreases) surface specific humidity (temperature), and

results in a more unstable convective environment that

is more favorable for propagating convection (Fig. 15).

As discussed above, the impact of WRF-Hydro on

surface routing as shown here is theoretical, and its

impact on real world conditions should be interpreted

with caution. To quantify the precise impact of surface

routing in a coupled WRF-Hydro simulation, calibra-

tion of theWRF-Hydro hydrologic model, including soil

moisture (e.g., Xiang et al. 2018) and the LSM configu-

ration (e.g., Santanello et al. 2013) is needed. However,

despite these suggested limitations of our model config-

uration and the theoretical nature of the work presented

here, these results still suggest that surface routing has

some impact on the distribution of soil moisture in a

semiarid environment, which in turn impacts the lower

atmosphere (e.g., Arnault et al. 2016).

Moistening of the convective environment shown

here in our mixing diagrams could be further analyzed

with a more robust observation record (as in Santanello

et al. 2013, 2018), to compute the surface and entrain-

ment vector components in themixing diagrams (Fig. 9).

More complete boundary layer data would also permit

us to analyze LCL height versus boundary layer height

and its influence on the convective environment. A field

campaign, such as the 2004 North American Monsoon

Experiment (NAME) (Higgins et al. 2006), including

both surface radar data to improve precipitation esti-

mates, combined with frequent upper air observations

FIG. 15. Conceptual illustration of the effects of (bottom) WRF-Hydro compared to (top)

WRF-Ctrl on surface–atmosphere exchanges and convection. Note, that in WRF-Hydro, deep

groundwater recharge is approximated when Noah-MP drainage is removed from the system.
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based at a USDA site such as WGEW could potentially

be used to investigate the influences of surface hydrol-

ogy during the NAM. This is in addition to improve-

ments to the model configuration to better address soil

moisture and surface variable biases.

The effects of groundwater coupled back to WRF-

Hydro may also have an influence (e.g., Maxwell et al.

2011), particularly in areas like the southern plains

where groundwater is of greater importance for surface

hydrology and surface–atmosphere interactions (e.g.,

Santanello et al. 2018). While our model configuration

is a reasonable approximation to hydrologic processes

acrossmuch of southernArizona (e.g., Blasch et al. 2004),

future releases of the WRF-Hydro model that utilize a

more advanced groundwater scheme that can be coupled

to the surface (e.g., Maxwell et al. 2015) may help to

further investigate this question.

Furthermore, we caution that a longer analysis period

would be more useful to evaluate the effects of hydro-

logic routing in the system, as they are superimposed on

climate variability and change (e.g., Castro et al. 2007a).

This would ameliorate the limitations of our small sample

of 28 high-API days. For such an analysis, a lower res-

olution coupledWRF-Hydro simulation would not have

been useful, as water moving horizontally on and within

the land surface must be reaggregated whenever

Noah-MP is called (every hour in our simulations). In

a coarser domain, this would lessen the impacts of hy-

drologic routing from WRF-Hydro. A coarser RCM

domain (i.e., greater than 5-km grid resolution) would

have decreased runtime considerably, but would not

have been able to capture convective initiation and or-

ganization in the NAM region (e.g., Luong et al. 2017;

Prein et al. 2015) as well as small-scale horizontallymoving

processes at the land surface. The computational cost of

executing a longer-range RCM simulation over a large

regional domain at high resolution prohibits a longer

analysis in the current work. However, the results shown

here suggest that such an analysis would be valuable

in the future to fully realize the impacts of a coupled

atmospheric and hydrologic simulation.

6. Conclusions

We have shown that coupling a WRF-ARW configu-

ration, for the NAM convective environment to the

uncalibratedWRF-Hydro (version 3.0) hydrologic model

influences the model simulations by the following

effects (Fig. 15):

1) WRF-Hydro is associated with increased soil mois-

ture caused by water that is otherwise removed from

Noah-MP as surface runoff being rerouted through

the surface runoffmodule ofWRF-Hydro. This added

surface runoff occurs in some favorable locations in

the model domain.

2) These widespread increases to soil moisture in

WRF-Hydro increase latent heating and reduce

sensible heating.

3) Despite lower temperatures at the land surface,

WRF-Hydro is associated with a moister surface

and a more unstable convective environment.

4) These changes to theWRF-ARWconfiguration cause

convection to become more organized at the peak of

the diurnal cycle.

Despite these impacts, further analysis is needed to

address several caveats in our methodology, including

the following:

1) A long-range RCM simulation (;10 years) is needed

to capture a larger dataset of convective events and

determine how they might vary as a function of cli-

mate change and variability (e.g., Luong et al. 2017;

Castro et al. 2007b).

2) Given the biases in model soil moisture, a calibrated

hydrologic model is needed to further verify and

quantify the influences ofWRF-Hydro in our system.

Spatial regularization (e.g., Dugger et al. 2017) that is

currently being tested with the WRF-Hydro model

for CONUS-scale forecasts could be used to generate

a physically realistic parameter set for such a config-

uration, as well as evaluating the LSM configuration

(e.g., Santanello et al. 2013). Advanced parameter

regionalization methods that can produce regionally

continuous parameter surfaces (e.g., Samaniego et al.

2010; Kumar et al. 2013; Mizukami et al. 2017) would

also be desirable for such simulations.Amore physically

consistent model architecture to simulate groundwater

(e.g., Maxwell et al. 2015) could also potentially

improve future simulations.

3) A field campaign over the study region (e.g., Higgins

et al. 2006) that includes frequent upper-atmosphere

profiles (e.g., Santanello et al. 2013) could be used

to further investigate the impacts of surface water

routing on atmospheric fluxes and the planetary

boundary layer.

4) Future work could include dynamically downscaling

the Liu et al. (2017) or similar RCM datasets to the

;1-km scale to evaluate these trends. Such a dataset

could also be used for climate change impacts as-

sessment (e.g., Luong et al. 2017).
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